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Motivation 
 It is well known that ignoring multiple testing 

issue can cause false positive results. 
 

 Many medical researchers still do not pay much 
attention to it. Benjamini (Biometrical Journal 2010, 
52:6, 708-721) examined a sample of 60 papers from 
NEJM (2000-2004) and found 47/60 had no multiplicity 
adjustment at all, even though all needed it in some form 
or the other. 
 

 Some researchers only use Bonferroni correction, 
which can be conservative if tests are correlated. 
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Error Rate control 
 
 Family-wise Error Rate 
 FWER=P(V≥1) 

 
 

 False Discovery Rate 
 FDR=E(V/R|R>0)P(R>0) 

 
 When m0=m, FDR is equivalent to FWER 
 When m0<m, FDR≤FWER.  

 
 



Bonferroni Correction 

 Adjusting individual testing significance level 
to be α/m   
 

 ---- does not require the tests are independent 
    ---- can be conservative if tests are correlated 
    ---- equally weighted tests 
 
 
 



Fixed Sequence (FS) 

 tests each null hypothesis at the same α without 
any adjustment in a pre-specified testing 
sequence and further testing stops when the null 
hypothesis in the testing sequence is not 
rejected 

 
   ---- require the pre-specified testing sequence 
   ---- if the first null hypothesis cannot be  
          rejected, the second null hypothesis cannot 
          be reject even the p-value is very small. 



Weighted Bonferroni 
 
Moyé (2000) developed the prospective 
alpha allocation scheme (PAAS). For example, 
0.045 for the first endpoint and 0.005 for the second endpoint 

 

   ---- independent tests 
 
 

 



Bonferroni Fixed Sequence (BFS) 

 Wiens (2003) proposed a Bonferroni fixed 
sequence (BFS) procedure. For example, 0.045 for the 
first endpoint and 0.005 for the second endpoint. If the first null 
hypothesis is rejected, the significance level for the second test 
will be 0.045+0.005=0.05. 
 

    ---- require the pre-specified testing sequence 
    ---- ignore correlation between the tests 
    ---- has more power for the second or later tests 



Alpha-exhaustive fallback (AEF) 

 Weins and Dmitrienko developed BFS further 
by using more available alpha to provide a 
tesing procedure (AEF) with more power than 
original BFS. 



Weighted Holm 
 Assume that p1,…,pm are the unadjusted p-values and 

wi>0, i=1,…,m are the corresponding weights that add 
to 1. Let qi=pi/wi, i=1,…,m. Without loss of generality, 
suppose                     . Then the adjusted p-value for the 
first hypothesis is                        . Inductively, the 
adjusted p-value for the jth hypothesis is                                                       

                                                              ,     j=2,…,m.  
 
    The method rejects a hypothesis if the adjusted p-value 

is less than the family-wise error rate α. 
                       



  

 
Let p1,…,pm be the observed p-values for m tests 
and wi>0, i=1,…,m  be the corresponding weights. 
Calculate qi=pi/wi, i=1,…,m. Then the adjusted p-
value for pi is 
 
 
 
 
 
 
 



  
where Xj, j=1,…,m are standardized multivariate 
normal with correlation matrix ∑  and for the 
two-sided case, 
 
   



  
   If the adjusted p-values ≤ α, reject the null hypothesis. 

Suppose k1 null hypotheses have been rejected, we 
then adjust the remaining m-k1 observed p-values for 
multiple testing after removing the rejected k1  null 
hypotheses, using the corresponding correlation matrix 
and weights.  

 
   Continue the procedures above until there is no null 

hypothesis left after removing the rejected null 
hypotheses or there is no null hypothesis which can be 
rejected. 

  
 



  
 The WMTCc method does not require testing sequence  

 
 The WMTCc method can control family-wise type I 

error rate very well.  
 

 The WMTCc and FS can keep the family-wise 
type I error rate at 5% level when the correlation 
increase, but the family-wise type I error rate  in 
PAAS, AEF and the weighted Holm decrease, 
demonstrating decreased power when correlation 
increase. 



   
 The WMTCc method might still have high 

power for testing other hypotheses when the 
power for testing the first hypothesis is very 
low. 
 

 The FS method always has very low power 
for testing other hypotheses when the power 
for testing the first hypothesis is very low.  
 



  
 WMTCc method is for multiple continuous 

correlated endpoints. Does it still keep its 
advantages when correlated binary 
endpoints are used? 



Survival Data 

 For continuous data or binary data, the 
correlation matrix can be directly estimated 
from the corresponding correlated endpoints 
 

 It is challenging to directly estimate the 
correlation matrix from the multiple 
endpoints in survival data since censoring is 
involved 



WLW method 




  



Simulation  

 To check whether the proposed method 
(using estimated correlation matrices from 
WLW method) controls family-wise type I 
error rate when the endpoints have different 
correlations. 
 

 To compare the power of the proposed 
method with those nonparametric methods 
 



  
 N=1000 (500 per treatment group) 

 
 3 endpoints with w=(5,4,1) 

 
 Based on 100,000 runs 

 



  



α allocations 

or weight 

Effect 

size 

ρ Proposed 

method 

AEF FS Weighted 

Holm 

α allocations 

(0.025, 0.02, 

0.005) or  

weight (5, 4,1) 

0.0, 0.0, 

0.0 

0.0 

  

0.3 

  

0.5 

  

0.7 

  

0.9 

  

2.6, 2.1, 0.5 

(5.0) 

2.7, 2.2, 0.7 

(5.1) 

2.8, 2.4, 0.8 

(4.9) 

3.5, 2.9, 1.3 

(5.1) 

4.2, 3.7, 2.4 

(5.0) 

2.5, 2.1, 0.6 

(5.0) 

2.6, 2.1, 0.7 

(4.9) 

2.5, 2.2, 0.8 

(4.4) 

2.7, 2.4, 1.2 

(4.1) 

2.7, 2.5, 1.9 

(3.3) 

5.0, 0.2, 0.02 

(5.0) 

5.1, 0.5, 0.1 

(5.1) 

4.9, 0.8, 0.3 

(4.9) 

5.1, 1.8, 0.9 

(5.1) 

5.0, 3.0, 2.3 

(5.0) 

2.6, 2.1, 0.5 

(5.0) 

2.6, 2.1, 0.6 

(4.9) 

2.6, 2.2, 0.7 

(4.4) 

2.8, 2.4, 1.1 

(4.1) 

2.8, 2.5, 1.8 

(3.3) 



α allocations 

or weight 

Effect 

size 

ρ Proposed 

method 

AEF FS Weighted 

Holm 

α allocations 

(0.025, 0.02, 

0.005) or  

weight (5, 4,1) 

0.05, 

0.05, 

0.2 

0.0 

0.3 

0.5 

0.7 

0.9 

  

7.2, 6.3, 55.4 

7.7, 6.9, 55.3 

8.5, 7.5, 58.1 

9.0, 8.2, 57.2 

10.0, 9.4, 59.7 

 

7.1, 6.2, 55.5 

7.4, 6.7, 54.7 

8.0, 7.0, 56.6 

8.1, 7.5, 54.2 

8.1, 7.7, 53.9 

 

11.2, 1.3, 1.1 

11.2, 2.5, 2.4 

11.6, 3.8, 3.8 

11.4, 5.5, 5.4 

11.3, 8.0, 7.8 

 

7.1, 6.2, 55.3 

7.4, 6.6, 54.6 

8.0, 7.0, 56.6 

8.1, 7.5, 54.2 

8.1, 7.7, 53.9 

 



α allocations 

or weight 

Effect 

size 

ρ Proposed 

method 

AEF FS Weighted 

Holm 

α allocations 

(0.025, 0.02, 

0.005) or  

weight (5, 4,1) 

0.2, 

0.05, 

0.05 

0.0 

0.3 

0.5 

0.7 

0.9 

  

75.5, 8.8, 3.6 

75.7, 9.4, 4.6 

77.9, 10.1, 5.5 

77.5, 10.4, 6.6 

80.1, 10.8, 7.8 

75.0, 9.3, 2.7 

74.9, 9.8, 3.7 

76.6, 10.3, 4.7 

74.7, 10.3, 5.8 

74.8, 10.1, 7.3 

82.9, 9.4, 1.0 

82.9, 10.4, 2.5 

84.2, 11.1, 3.9 

82.8, 11.1, 5.5 

83.0, 10.7, 7.5 

 

75.3, 8.7, 3.6 

75.0, 9.1, 4.5 

76.6, 9.6, 5.3 

74.7, 9.6, 6.1 

74.8, 9.3, 7.2 

 



α allocations 

or weight 

Effect 

size 

ρ Proposed 

method 

AEF FS Weighted 

Holm 

α allocations 

(0.025, 0.02, 

0.005) or  

weight (5, 4,1) 

0.2, 0.2, 

0.2 

0.0 

0.3 

0.5 

0.7 

0.9 

  

80.4, 79.7, 74.9 

80.0, 79.3, 74.0 

81.8, 81.0, 75.9 

80.2, 79.3, 74.4 

81.7, 80.7, 76.8 

79.4, 79.9, 75.4 

78.6, 79.1, 74.1 

80.2, 80.5, 75.7 

77.7, 77.8, 73.3 

77.0, 77.2, 74.2 

 

82.9, 68.7, 56.9 

82.9, 71.1, 62.2 

84.5, 75.1, 68.5 

82.9, 75.0, 70.1 

83.1, 78.7, 76.1 

80.2, 79.7, 74.8 

79.6, 78.8, 73.6 

81.0, 80.2, 75.2 

78.4, 77.5, 72.8 

77.6, 76.8, 74.1 



R package WMTCc with examples 
  

Computation of the adjusted P-values requires 
integration of the multivariate normal density 
function, which has no closed-form solution.  

 
We are developing R package “WMTCc”.   
 

 



Future Work #1 

 Parametric multiple testing methods are 
uniformly more powerful than their 
corresponding nonparametric methods if the 
correlations are known or correctly estimated 
 

 If the correlations are misspecified, the FWER 
in the parametric multiple testing methods may 
not be controlled 



  

 Developing a new method, which is robust 
on misspecified correlation and is more 
powerful than nonparametric methods  



Future Work #2 

 As clinical trial objectives become more 
complex, the multiple endpoints can be 
hierarchically ordered and logically related 
 

 Develop a weighted multiple testing 
correction for multiple families of 
correlated tests  
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